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3D CONVERSATIONS IN AN ARTIFICIAL
REALITY ENVIRONMENT

TECHNICAL FIELD

[0001] The present disclosure is directed to aspects of a
communication pipeline between multiple devices for
implementing three-dimensional (“3D”) conversations.

BACKGROUND

[0002] Video conferencing has become a major way
people connect. From work calls to virtual happy hours,
webinars to online theater, people feel more connected when
they can see other participants, bringing them closer to an
in-person experience. Such video calls, however, remain a
pale imitation of face-to-face interactions. Understanding
body language and context can be difficult with only a
two-dimensional (“2D”) representation of a sender. Further,
communication often relies on interpersonal interactions,
such as spatial movements between participants. Yet com-
munication over video calling does not provide the ability
for participants to move relative to each other, as the point
of view is fixed to the sender’s camera. In addition, the
limitation of video calling on a flat panel display introduces
an intrusive layer of technology that can distract from
communication and diminishes the perception of in-person
communication.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 is a block diagram illustrating an overview
of devices on which some implementations of the present
technology can operate.

[0004] FIG. 2A is a wire diagram illustrating a virtual
reality headset which can be used in some implementations
of the present technology.

[0005] FIG. 2B is a wire diagram illustrating a mixed
reality headset which can be used in some implementations
of the present technology.

[0006] FIG. 3 is a block diagram illustrating an overview
of an environment in which some implementations of the
present technology can operate.

[0007] FIG. 4 is a block diagram illustrating components
which, in some implementations, can be used in a system
employing the disclosed technology.

[0008] FIG. 5 is a flow diagram illustrating a process used
in some implementations of the present technology for a 3D
conversation between two or more devices.

[0009] FIG. 6 illustrates variations on the flow diagram
from FIG. 5 used in some implementations of the present
technology where stages are performed at various systems.
[0010] FIG. 7 is a flow diagram illustrating a process used
in some implementations of the present technology for a
calibration stage of a 3D conversation pipeline.

[0011] FIG. 8 is a flow diagram illustrating a process used
in some implementations of the present technology for a
capture stage of a 3D conversation pipeline.

[0012] FIG. 9 is a flow diagram illustrating a process used
in some implementations of the present technology for a
filter and tag stage of a 3D conversation pipeline.

[0013] FIG. 10 is a flow diagram illustrating a process
used in some implementations of the present technology for
a compression stage of a 3D conversation pipeline.
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[0014] FIG. 11 is a flow diagram illustrating a process
used in some implementations of the present technology for
a decompression stage of a 3D conversation pipeline.
[0015] FIG. 12 is a flow diagram illustrating a process
used in some implementations of the present technology for
a reconstruction stage of a 3D conversation pipeline.
[0016] FIG. 13 is a flow diagram illustrating a process
used in some implementations of the present technology for
a render stage of a 3D conversation pipeline.

[0017] FIG. 14 is a flow diagram illustrating a process
used in some implementations of the present technology for
a display stage of a 3D conversation pipeline.

[0018] FIG. 15A is a conceptual diagram illustrating an
example 3D conversation from a first system perspective in
an artificial reality environment.

[0019] FIG. 15B is a conceptual diagram illustrating the
example 3D conversation of FIG. 15A, from a second
system perspective in an artificial reality environment.
[0020] The techniques introduced here may be better
understood by referring to the following Detailed Descrip-
tion in conjunction with the accompanying drawings, in
which like reference numerals indicate identical or function-
ally similar elements.

DETAILED DESCRIPTION

[0021] Aspects of the present disclosure are directed to 3D
conversations in an augmented reality environment, allow-
ing users to have a conversation while appearing as if they
are face-to-face in 3D space. A 3D conversation system can
accomplish this by implementing a pipeline of data process-
ing stages, which can include one or more of the following:
calibrate, capture, tag and filter, compress, decompress,
reconstruct, render, and display. Generally, the pipeline can
capture images of the user of a first device (a “sending
user”), create intermediate representations, transform the
representations to convert from the orientation the images
were taken from to a viewpoint of a user of a second device
(a “receiving user”), and output images of the sending user
from the viewpoint of the receiving user. In some imple-
mentations, this pipeline can be performed, for example,
with a 100 ms latency or less.

[0022] A 3D conversation can take place between two or
more sender/receiving systems and, in some implementa-
tions, can be mediated by one or more server systems. In
various configurations, stages of the pipeline can be per-
formed on different ones of these systems and/or stages can
be dynamically performed on different systems based on a
“conversation context”. A conversation context can include
any available contextual information of the conversation
such as available resources (sender and/or receiver process-
ing capacity, bandwidth, a remaining battery level, etc.),
capture and/or display capabilities of the sender and/or
receiver, user settings, receiver viewpoint, sender camera
positions, etc.

[0023] The capture stage can include the capture of audio,
traditional images, and/or depth data by one or more capture
devices of a sender 3D conversation system. In various
implementations, the captured depth data can include dis-
tance data (i.e., for each pixel, the distance between the lens
and the object depicted in that pixel, e.g., in a depth image),
apoint cloud (i.e., a set of points defined in 3D space), a light
field (i.e., one or more vectors that describe the amount of
light flowing in various directions for various points in
space), or another depiction of 3D space. In various imple-
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mentations, multiple capture devices can be available to the
sender 3D conversation system, and which devices are used
to capture data can be based on a conversation context, such
as available bandwidth, a configuration of a receiving 3D
conversation system, a viewpoint of a receiving user, etc.
The captured data can be initially tagged with meta-data
such as time of capture and with an identifier of the device
that captured it. Additional capture stage details are dis-
cussed below in relation to block 436 of FIG. 4, block 504
of FIG. 5, and FIG. 8.

[0024] The tag and filter stage can include various pro-
cesses to tag the captured data with further meta-data,
improve the quality of captured data, and/or remove unnec-
essary portions of the captured data. The captured data can
be tagged with calibration data generated at the calibration
stage (discussed below) signifying intrinsic and extrinsic
parameters (e.g., a camera position and orientation, camera
geometries, etc.), objects or people identified in sequences
of'the images, the areas of images showing identified objects
or people, results of analysis (e.g., adding a user skeleton
view), video motion characteristics, etc. Various captured
data streams can also be cross-augmented by using multiple
related video streams to enhance each other. For example,
where color images and depth images are taken from similar
positions, the color image data and depth image data can be
cross-applied between the data streams to enhance each
other. Finally, portions of the images can be removed, such
as the background of the user. Additional tag and filter stage
details are discussed below in relation to block 438 of FIG.
4, block 506 of FIG. 5, and FIG. 9.

[0025] The compression stage can transform the captured
data into a format for transmission across a network (e.g., by
applying a video codec or other compression algorithm) and
the decompression stage can transform the compressed data
back to a version (e.g., via lossy or lossless compression) of
the original data (e.g., back into individual images or videos,
point clouds, light fields, etc.). In various implementations,
the meta-data tagged to the various data streams can be
encoded into the compressed video stream or can be pro-
vided as separate associated data. Additional compression
stage and decompression stage details are discussed below
in relation to blocks 440 and 442 of FIG. 4, blocks 508 and
510 of FIG. 5, and FIGS. 10 and 11.

[0026] The reconstruction stage can create a 3D represen-
tation of the sending user. The reconstruction stage can
perform this transformation of the captured depth data into
a 3D representation such as a point cloud, a signed distance
function, populated voxels, a mesh, a light field, etc., using
the calibration data to combine data from multiple sources
and/or transform the captured data into position and contour
information in 3D space. For example, each pixel in a depth
image depicting a user can be transformed into a 3D
representation of at least part of the user by applying
transformations based on the intrinsic and extrinsic proper-
ties of the camera. The transformations can take each pixel
taken at the camera location and determine a corresponding
point in 3D space representing a point on the surface of the
user. In some implementations, the reconstruction stage can
also apply shading or color data to the 3D representation
based on the calibration data. In some cases, the reconstruc-
tion process can be customized based on the computational
and display characteristics of the receiving 3D conversation
system. In some implementations, the 3D representation can
include portions that are not direct translations of captured
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data, e.g., for portions of the user that were not depicted in
the captured data. These portions can be e.g., avatar repre-
sentations, machine learning estimations of the missing
portions, or previously captured versions of the missing
portions. Additional reconstruction stage details are dis-
cussed below in relation to block 444 of FIG. 4, block 512
of FIG. 5, and FIG. 12.

[0027] The render stage can generate one or more 2D
images from a viewpoint of the receiving user based on the
3D representation generated by the reconstruction stage.
While displayed to the receiving user as 2D images (unless
the receiving user has a true 3D display), these can appear
to the receiving user to be a 3D representation of the sending
user. These images can be generated to meet the display
properties of the receiving system, e.g., to match resolution,
display size, or display type of the receiving system. For
example, where the receiving system is an artificial reality
system with a display for each eye, the render stage can
generate an image from the viewpoint of each eye at the
resolution of these displays. In various implementations, the
render stage can generate a single image, two “stereo”
images, a light field, etc. In some implementations, the
render stage can transform captured color data and apply it
to the rendered images. Additional render stage details are
discussed below in relation to block 446 of F1G. 4, block 514
of FIG. 5, and FIG. 13.

[0028] The display stage can receive the rendered one or
more 2D images and output them via display hardware of the
receiving system. For example, the display stage can display
the image(s) on a screen, project them onto a “virtual cave”
wall, project them into a user’s eye, etc. The display stage
can also synchronize display of the 2D images with output
of corresponding audio. Additional display stage details are
discussed below in relation to block 448 of F1G. 4, block 516
of FIG. 5, and FIG. 14.

[0029] An additional calibration stage can be also be
included in the pipeline which, in various implementations,
can be performed as a pre-stage to the 3D conversation (e.g.,
an automatic or manual process partially or completely
performed by a system administrator, manufacturer, or a
user) and/or can be performed “online” as the 3D conver-
sation takes place. The calibration stage can gather intrinsic
and extrinsic properties of cameras that are part of a sending
system. Intrinsic parameters can specify features of a camera
that are internal (and often generally fixed) for a particular
camera. Examples of intrinsic parameters include focal
length, a relationship between a pixel coordinates, lens
geometric distortion, etc. These parameters can characterize
the optical, geometric, and digital characteristics of the
camera, allowing a mapping between camera coordinates
and pixel coordinates of an image. Extrinsic parameters can
specify conditions or context external to the camera.
Examples of extrinsic parameters include the location and
orientation of the camera, ambient conditions (e.g., heat,
moisture, etc.), lighting characteristics (e.g., lighting source
location, type, orientation), etc. These parameters can be
used to characterize light received at each camera pixel,
allowing that light to be interpreted in terms of a 3D
environment. Each camera used by the 3D conversation
system can be individually calibrated and associated with
resulting calibration meta-data. Additional calibration stage
details are discussed below in relation to block 434 of FIG.
4, block 502 of FIG. 5, and FIG. 7.



US 2022/0028157 Al

[0030] The 3D conversation pipeline can be implemented
using different combinations of 2D display devices, 3D
display devices, and/or intermediate devices. Examples of
2D display devices include PCs, mobile devices (e.g.,
phones, tablets, watches, etc.), televisions, or other tradi-
tional display screen technology. Examples of 3D display
devices include mixed reality glasses, virtual reality head-
sets, laser plasma displays, projection caves, etc., which may
include wireless or wired external compute sources. In
various implementations, the display devices can include
one or more displays such as at least one binocular display,
at least one lightfield display, at least one holographic
display, at least one wave front display, at least one 3D stereo
displays, or any combination thereof. In some implementa-
tions, different types of devices (2D and/or 3D) can com-
municate with each other using the 3D conversation pipe-
line. In various implementations, 3D conversations using the
3D conversation pipeline can be between two or more
devices that each act as sender devices for capturing images
of users of that device and receiver devices for receiving
representations of each of the other one or more participants
of the conversation.

[0031] In some implementations, the 3D conversation
pipeline is performed without utilizing servers for anything
other than traditional communication (e.g., over the Inter-
net), while in other implementations, a server or other cloud
computing system can perform certain stages such as recon-
struction, rendering, or parts of calibration. For example, the
reconstruction stage for a 3D conversation involving three
participants can be at a server that compiles the captured
image data from the participants into a single 3D represen-
tation of each of the participants. As another example, an
intermediate server might perform part of the filtering stage,
whereby the viewpoints of the various participants are
tracked in a 3D environment and used to determine which
portions of the captured data from each other participant is
needed for a recipient device to perform reconstruction and
rendering for that viewpoint. Additional details for various
pipeline configurations using different devices for different
stages are discussed below in relation to FIG. 6.

[0032] In various implementations, the 3D pipeline as a
whole or configurations of various stages can be smoothly
adjusted to upgrade or downgrade features according to a
conversation context (e.g., based on processing or other
computing resources available at the various devices, dis-
play capabilities of the various devices, available bandwidth,
user preferences, etc.) For example, frame rates or resolution
can be adjusted, 3D contouring (e.g., number of triangles
used) can be adjusted, portions of images can be predicted
using machine learning or based on previously captured data
rather than being wholly representative of current captured
data, portions of images can be replaced with avatar repre-
sentations, or the conversation can be converted to a 2D or
audio only version.

[0033] Embodiments of the disclosed technology may
include or be implemented in conjunction with an artificial
reality system. Artificial reality or extra reality (XR) is a
form of reality that has been adjusted in some manner before
presentation to a user, which may include, e.g., a virtual
reality (VR), an augmented reality (AR), a mixed reality
(MR), a hybrid reality, or some combination and/or deriva-
tives thereof. Artificial reality content may include com-
pletely generated content or generated content combined
with captured content (e.g., real-world photographs). The
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artificial reality content may include video, audio, haptic
feedback, or some combination thereof, any of which may
be presented in a single channel or in multiple channels
(such as stereo video that produces a three-dimensional
effect to the viewer). Additionally, in some embodiments,
artificial reality may be associated with applications, prod-
ucts, accessories, services, or some combination thereof, that
are, e.g., used to create content in an artificial reality and/or
used in (e.g., perform activities in) an artificial reality. The
artificial reality system that provides the artificial reality
content may be implemented on various platforms, includ-
ing a head-mounted display (HMD) connected to a host
computer system, a standalone HMD, a mobile device or
computing system, a “cave” environment or other projection
system, or any other hardware platform capable of providing
artificial reality content to one or more viewers.

[0034] “Virtual reality” or “VR,” as used herein, refers to
an immersive experience where a user’s visual input is
controlled by a computing system. “Augmented reality” or
“AR” refers to systems where a user views images of the real
world after they have passed through a computing system.
For example, a tablet with a camera on the back can capture
images of the real world and then display the images on the
screen on the opposite side of the tablet from the camera.
The tablet can process and adjust or “augment” the images
as they pass through the system, such as by adding virtual
objects. “Mixed reality” or “MR” refers to systems where
light entering a user’s eye is partially generated by a
computing system and partially composes light reflected off
objects in the real world. For example, a MR headset could
be shaped as a pair of glasses with a pass-through display,
which allows light from the real world to pass through a
waveguide that simultaneously emits light from a projector
in the MR headset, allowing the MR headset to present
virtual objects intermixed with the real objects the user can
see. “Artificial reality,” “extra reality,” or “XR,” as used
herein, refers to any of VR, AR, MR, or any combination or
hybrid thereof.

[0035] While there are existing visual communication
systems, they fail to enable communications comparable to
in-person interaction. For example, existing video calling
systems limit how much body language can be perceived,
fail to provide the ability for users to move relative to each
other, and introduce an intrusive layer of technology that can
distract from the communication and diminish the percep-
tion of in-person communication. In addition, existing sys-
tems for providing interactions in 3D environments, such as
in virtual reality chat rooms, are very computationally
expensive and fail to accurately depict the communication
participants. The pipeline of data capture and manipulation
stages in the 3D conversation systems and processes
described herein are expected to overcome these problems
associated with conventional video and 3D interaction tech-
niques and are expected to reduce computational require-
ments of 3D communication while providing more realistic
interactions. Furthermore, by including multiple static cus-
tomizations and/or dynamic, context-based selections of
pipeline stages and stage configurations, the 3D conversa-
tion system can operate with devices of many more pro-
cessing and display capabilities and with many more band-
width availabilities than the existing systems. In addition,
while the disclosed 3D conversation systems provide a result
comparable to an in-person experience, the processes and
systems to achieve this result are not analogs of existing
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communication techniques, but instead introduce com-
pletely new ways of organizing data capture and processing
steps. For example, the existing video calling techniques use
capture and compression, but do not incorporate 3D recon-
structions. Further, existing 3D interaction systems fail to
provide the fidelity and resource conservation offered by the
disclosed 3D conversation system.

[0036] Several implementations are discussed below in
more detail in reference to the figures. FIG. 1 is a block
diagram illustrating an overview of devices on which some
implementations of the disclosed technology can operate.
The devices can comprise hardware components of a com-
puting system 100 that implements a 3D conversation pipe-
line including capture, tag and filter, compression, decom-
pression, reconstruction, render, and display stages. This
pipeline enables communications across a network that
resemble in-person interactions, while being operable with
relatively low processing capabilities and in low bandwidth
environments. In various implementations, computing sys-
tem 100 can include a single computing device 103 or
multiple computing devices (e.g., computing device 101,
computing device 102, and computing device 103) that
communicate over wired or wireless channels to distribute
processing and share input data. In some implementations,
computing system 100 can include a stand-alone headset
capable of providing a computer created or augmented
experience for a user without the need for external process-
ing or sensors. In other implementations, computing system
100 can include multiple computing devices such as a
headset and a core processing component (such as a console,
mobile device, or server system) where some processing
operations are performed on the headset and others are
offloaded to the core processing component. Example head-
sets are described below in relation to FIGS. 2A and 2B. In
some implementations, position and environment data can
be gathered only by sensors incorporated in the headset
device, while in other implementations one or more of the
non-headset computing devices can include sensor compo-
nents that can track environment or position data.

[0037] Computing system 100 can include one or more
processor(s) 110 (e.g., central processing units (CPUs),
graphical processing units (GPUs), holographic processing
units (HPUs), etc.) Processors 110 can be a single processing
unit or multiple processing units in a device or distributed
across multiple devices (e.g., distributed across two or more
of computing devices 101-103).

[0038] Computing system 100 can include one or more
input devices 120 that provide input to the processors 110,
notifying them of actions. The actions can be mediated by a
hardware controller that interprets the signals received from
the input device and communicates the information to the
processors 110 using a communication protocol. Each input
device 120 can include, for example, a mouse, a keyboard,
a touchscreen, a touchpad, a wearable input device (e.g., a
haptics glove, a bracelet, a ring, an earring, a necklace, a
watch, etc.), a camera (or other light-based input device,
e.g., an infrared sensor), a microphone, or other user input
devices.

[0039] Processors 110 can be coupled to other hardware
devices, for example, with the use of an internal or external
bus, such as a PCI bus, SCSI bus, or wireless connection.
The processors 110 can communicate with a hardware
controller for devices, such as for a display 130. Display 130
can be used to display text and graphics. In some imple-
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mentations, display 130 includes the input device as part of
the display, such as when the input device is a touchscreen
or is equipped with an eye direction monitoring system. In
some implementations, the display is separate from the input
device. Examples of display devices are: an LCD display
screen, an LED display screen, a projected, holographic, or
augmented reality display (such as a heads-up display device
or a head-mounted device), and so on. Other /O devices 140
can also be coupled to the processor, such as a network chip
or card, video chip or card, audio chip or card, USB, firewire
or other external device, camera, printer, speakers, CD-
ROM drive, DVD drive, disk drive, etc.

[0040] Computing system 100 can include a communica-
tion device capable of communicating wirelessly or wire-
based with other local computing devices or a network node.
The communication device can communicate with another
device or a server through a network using, for example,
TCP/IP protocols. Computing system 100 can utilize the
communication device to distribute operations across mul-
tiple network devices.

[0041] The processors 110 can have access to a memory
150, which can be contained on one of the computing
devices of computing system 100 or can be distributed
across of the multiple computing devices of computing
system 100 or other external devices. A memory includes
one or more hardware devices for volatile or non-volatile
storage, and can include both read-only and writable
memory. For example, a memory can include one or more of
random access memory (RAM), various caches, CPU reg-
isters, read-only memory (ROM), and writable non-volatile
memory, such as flash memory, hard drives, floppy disks,
CDs, DVDs, magnetic storage devices, tape drives, and so
forth. A memory is not a propagating signal divorced from
underlying hardware; a memory is thus non-transitory.
Memory 150 can include program memory 160 that stores
programs and software, such as an operating system 162, 3D
conversation system 164, and other application programs
166. Memory 150 can also include data memory 170, which
can be provided to the program memory 160 or any element
of the computing system 100.

[0042] Some implementations can be operational with
numerous other computing system environments or configu-
rations. Examples of computing systems, environments,
and/or configurations that may be suitable for use with the
technology include, but are not limited to, XR headsets,
personal computers, server computers, handheld or laptop
devices, cellular telephones, wearable electronics, gaming
consoles, tablet devices, multiprocessor systems, micropro-
cessor-based systems, set-top boxes, programmable con-
sumer electronics, network PCs, minicomputers, mainframe
computers, distributed computing environments that include
any of the above systems or devices, or the like.

[0043] FIG. 2A is a wire diagram of a virtual reality
head-mounted display (HMD) 200, in accordance with some
embodiments. The HMD 200 includes a front rigid body 205
and a band 210. The front rigid body 205 includes one or
more electronic display elements of an electronic display
245, an inertial motion unit (IMU) 215, one or more position
sensors 220, locators 225, and one or more compute units
230. The position sensors 220, the IMU 215, and compute
units 230 may be internal to the HMD 200 and may not be
visible to the user. In various implementations, the IMU 215,
position sensors 220, and locators 225 can track movement
and location of the HMD 200 in the real world and in a



US 2022/0028157 Al

virtual environment in three degrees of freedom (3DoF) or
six degrees of freedom (6DoF). For example, the locators
225 can emit infrared light beams which create light points
on real objects around the HMD 200. One or more cameras
(not shown) integrated with the HMD 200 can detect the
light points. Compute units 230 in the HMD 200 can use the
detected light points to extrapolate position and movement
of'the HMD 200 as well as to identify the shape and position
of the real objects surrounding the HMD 200.

[0044] The electronic display 245 can be integrated with
the front rigid body 205 and can provide image light to a user
as dictated by the compute units 230. In various embodi-
ments, the electronic display 245 can be a single electronic
display or multiple electronic displays (e.g., a display for
each user eye). Examples of the electronic display 245
include: a liquid crystal display (LCD), an organic light-
emitting diode (OLED) display, an active-matrix organic
light-emitting diode display (AMOLED), a display includ-
ing one or more quantum dot light-emitting diode (QOLED)
sub-pixels, a projector unit (e.g., microLED, LASER, etc.),
some other display, or some combination thereof.

[0045] In some implementations, the HMD 200 can be
coupled to a core processing component such as a personal
computer (PC) (not shown) and/or one or more external
sensors (not shown). The external sensors can monitor the
HMD 200 (e.g., via light emitted from the HMD 200) which
the PC can use, in combination with output from the IMU
215 and position sensors 220, to determine the location and
movement of the HMD 200.

[0046] In some implementations, the HMD 200 can be in
communication with one or more other external devices,
such as controllers (not shown) which a user can hold in one
or both hands. The controllers can have their own IMU units,
position sensors, and/or can emit further light points. The
HMD 200 or external sensors can track these controller light
points. The compute units 230 in the HMD 200 or the core
processing component can use this tracking, in combination
with IMU and position output, to monitor hand positions and
motions of the user. The controllers can also include various
buttons a user can actuate to provide input and interact with
virtual objects. In various implementations, the HMD 200
can also include additional subsystems, such as an eye
tracking unit, an audio system, various network components,
etc. In some implementations, instead of or in addition to
controllers, one or more cameras included in the HMD 200
or external to it can monitor the positions and poses of the
user’s hands to determine gestures and other hand and body
motions.

[0047] FIG. 2B is a wire diagram of a mixed reality HMD
system 250 which includes a mixed reality HMD 252 and a
core processing component 254. The mixed reality HMD
252 and the core processing component 254 can communi-
cate via a wireless connection (e.g., a 60 GHz link) as
indicated by link 256. In other implementations, the mixed
reality system 250 includes a headset only, without an
external compute device or includes other wired or wireless
connections between the mixed reality HMD 252 and the
core processing component 254. The mixed reality HMD
252 includes a pass-through display 258 and a frame 260.
The frame 260 can house various electronic components
(not shown) such as light projectors (e.g., LASERs, LEDs,
etc.), cameras, eye-tracking sensors, MEMS components,
networking components, etc.
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[0048] The projectors can be coupled to the pass-through
display 258, e.g., via optical elements, to display media to a
user. The optical elements can include one or more wave-
guide assemblies, reflectors, lenses, mirrors, collimators,
gratings, etc., for directing light from the projectors to a
user’s eye. Image data can be transmitted from the core
processing component 254 via link 256 to HMD 252.
Controllers in the HMD 252 can convert the image data into
light pulses from the projectors, which can be transmitted
via the optical elements as output light to the user’s eye. The
output light can mix with light that passes through the
display 258, allowing the output light to present virtual
objects that appear as if they exist in the real world.
[0049] Similarly to the HMD 200, the HMD system 250
can also include motion and position tracking units, cam-
eras, light sources, etc., which allow the HMD system 250
to, e.g., track itself in 3DoF or 6DoF, track portions of the
user (e.g., hands, feet, head, or other body parts), map virtual
objects to appear as stationary as the HMD 252 moves, and
have virtual objects react to gestures and other real-world
objects.

[0050] FIG. 3 is a block diagram illustrating an overview
of an environment 300 in which some implementations of
the disclosed technology can operate. Environment 300 can
include one or more client computing devices 305A-D,
examples of which can include computing system 100. In
some implementations, some of the client computing
devices (e.g., client computing device 305B) can be the
HMD 200 or the HMD system 250. Client computing
devices 305 can operate in a networked environment using
logical connections through network 330 to one or more
remote computers, such as a server computing device.
[0051] In some implementations, server 310 can be an
edge server which receives client requests and coordinates
fulfillment of those requests through other servers, such as
servers 320A-C. Server computing devices 310 and 320 can
comprise computing systems, such as computing system
100. Though each server computing device 310 and 320 is
displayed logically as a single server, server computing
devices can each be a distributed computing environment
encompassing multiple computing devices located at the
same or at geographically disparate physical locations.
[0052] Client computing devices 305 and server comput-
ing devices 310 and 320 can each act as a server or client to
other server/client device(s). Server 310 can connect to a
database 315. Servers 320A-C can each connect to a corre-
sponding database 325A-C. As discussed above, each server
310 or 320 can correspond to a group of servers, and each
of these servers can share a database or can have their own
database. Though databases 315 and 325 are displayed
logically as single units, databases 315 and 325 can each be
a distributed computing environment encompassing mul-
tiple computing devices, can be located within their corre-
sponding server, or can be located at the same or at geo-
graphically disparate physical locations.

[0053] Network 330 can be a local area network (LAN), a
wide area network (WAN), a mesh network, a hybrid
network, or other wired or wireless networks. Network 330
may be the Internet or some other public or private network.
Client computing devices 305 can be connected to network
330 through a network interface, such as by wired or
wireless communication. While the connections between
server 310 and servers 320 are shown as separate connec-
tions, these connections can be any kind of local, wide area,
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wired, or wireless network, including network 330 or a
separate public or private network.

[0054] FIG. 4 is a block diagram illustrating systems 400
which, in some implementations, can be used in deploying
the disclosed technology. Various components from compo-
nents 410, 420, and/or 430 can be included in one device of
computing system 100, or can be distributed across multiple
of the devices of computing system 100 (e.g., as separate
systems 402-406). For example, when a 3D conversation
pipeline is formed between systems 402, 404, and 406 and
each system is a participant in the conversation (sender and
receiver), a version of each of components 434-448 can be
included in each system 402, 404, and 406. In other imple-
mentations, where a server (e.g., system 404) acts an inter-
mediary between one or more conversation participants, one
or more of the components 438-446 can be implemented on
that server system. In some implementations, versions of
one or more of the components 434-448 can be on multiple
of the conversation participant systems and/or server system
while in other implementations, one or more of the compo-
nents 434-448 can exist on only one of the multiple of the
conversation participant systems and/or server system. In
various implementations, components 410-430 can be
implemented in a client computing device such as one of
client computing devices 305 or on a server computing
device, such as one of server computing devices 310 or 320
(FIG. 3).

[0055] System 402 includes hardware 410, mediator 420,
and specialized components 430. As discussed above, a
system implementing the disclosed technology can use
various hardware including processing units 412, working
memory 414, input and output devices 416 (e.g., traditional
cameras, depth cameras, display systems, IMU units, net-
work connections, sensors, etc.), and storage memory 418.
In various implementations, storage memory 418 can be one
or more of: local devices, interfaces to remote storage
devices, or combinations thereof. For example, storage
memory 418 can be one or more hard drives or flash drives
accessible through a system bus or can be an interface to a
cloud storage provider (such as in storage 315 or 325) or
other network storage accessible via one or more commu-
nications networks.

[0056] Mediator 420 can include components that mediate
resources between hardware 410 and specialized compo-
nents 430. For example, mediator 420 can include an
operating system, services, drivers, a basic input output
system (BIOS), controller circuits, or other hardware or
software systems.

[0057] Specialized components 430 can include software
or hardware configured to perform operations for imple-
menting part of a 3D conversation pipeline. Specialized
components 430 can include one or more of the following:
calibrator 434, capture module 436, filter and tag module
438, compressor 440, decompressor 442, reconstruction
module 444, renderer 446, display interface 448, and com-
ponents and APIs that can be used for providing user
interfaces, transferring data, and controlling the specialized
components, such as interfaces 432. Although depicted as
separate components, specialized components 430 may be
logical or other nonphysical differentiations of functions
and/or may be submodules or code-blocks of one or more
applications.

[0058] Calibrator 434 can generate calibration data for
capture devices. Calibration data can include, for example,
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intrinsic parameters, extrinsic parameters, and noise char-
acteristics. Intrinsic parameters can specify features of a
camera that are internal (and often are generally fixed) for a
particular camera. Intrinsic parameters can characterize the
optical, geometric, and digital characteristics of the camera,
allowing a mapping between camera coordinates and pixel
coordinates of an image. Extrinsic parameters can specify
conditions or context external to the camera. Extrinsic
parameters can be used to characterize light received at each
camera pixel, allowing that light to be interpreted in terms
of a 3D environment. Various parts of the calibration data
can be generated at different points, e.g., by a manufacturer,
during an initial system configuration, or during use of the
cameras. The calibration data can be stored in association
with particular capture devices for which the calibration data
was generated, e.g., in storage memory 418, or in memory
of that capture device of /O devices 416. Additional details
on generating calibration data are discussed below in rela-
tion to block 502 of FIG. 5 and FIG. 7.

[0059] Capture module 436 can interface with capture
devices (of /O devices 416) to obtain captured data streams,
e.g., traditional images, depth images or other depth data,
and/or audio data. Capture module 436 can tag this received
data with indicators of the device that captured each part of
the data and the time the data was captured. Additional
details on capturing data are discussed below in relation to
block 504 of FIG. 5 and FIG. 8.

[0060] Filter and tag module 438 can receive captured data
from capture module 436 and can apply filters, enhance-
ments, and/or tags to the captured data. Examples of filters
that can be applied include removing of backgrounds or
other parts of images that do not depict the sending user and
removal of the artificial reality devices the sending user may
be wearing. Examples of enhancements that can be applied
include traditional video and/or audio corrections such as
stabilizations, rotations, color and shading corrections,
sharpening, focusing, amplifications, volume leveling,
equalization, etc. Examples of tags that can be applied
include calibration data for devices (applied to the individual
feeds of the devices that captured that data), object recog-
nition results, and person recognition results. Additional
details on filtering, enhancing, and tagging captured data are
discussed below in relation to block 506 of FIG. 5 and FIG.
9.

[0061] Compressor 440 can receive the tagged, filtered,
and/or enhanced data and can compress it for transmission
over a network. In some implementations, this can include
applying a compression algorithm specific to the type of the
data, such as applying the point cloud library (PCL) to point
cloud data or applying MPEG to video data. The compressed
data can be transmitted via a network interface of I/O 416,
e.g., to another of systems 402-406. Additional details on
compressing data are discussed below in relation to block
508 of FIG. 5 and FIG. 10.

[0062] Decompressor 442 can decompress data, received
via a network interface of 1/O 416, that was compressed and
sent by another of systems 402-406. In some implementa-
tions, this can include applying a decompression algorithm
that is a reverse of an algorithm used to compress the data.
Additional details on decompressing data are discussed
below in relation to block 510 of FIG. 5 and FIG. 11.
[0063] Reconstruction module 444 can use depth data
from the data decompressed by decompressor 442 to gen-
erate a 3D representation of the sending user. Reconstruction
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module 444 can accomplish this transformation of the depth
data into the 3D representation by using calibration data
tagged to the depth data to combine data from multiple
sources and/or transform the depth data into position and
contour information in 3D space (e.g., as a point cloud, a
signed distance function, populated voxels, a mesh, a light
field, etc.) In some implementations, reconstruction module
444 can also apply color data, from the decompressed data,
onto the 3D representation. Additional details on generating
a 3D representation from depth data are discussed below in
relation to block 512 of FIG. 5 and FIG. 12.

[0064] Renderer 446 can receive the 3D representation
from reconstruction module 444 and an indication of one or
more viewpoints of the receiving user (or a default view-
point if the one or more viewpoints of the receiving user are
not available) to render one or more 2D images of the
sending user from the viewpoint of the receiving user. This
can include placing a virtual camera in relation to the 3D
representation based on the one or more receiving user
viewpoints. In some implementations, this can also include
adding color data to the 2D images. Additional details on
rendering one or more 2D images from a 3D representation
at the point of view of a receiving user are discussed below
in relation to block 514 of FIG. 5§ and FIG. 13.

[0065] Display interface 448 can synchronize the 2D
images from renderer 446 with audio data and output these
synchronized data streams to display hardware and audio
hardware of /0O 416. Additional details on displaying ren-
dered images and audio via output hardware are discussed
below in relation to block 516 of FIG. 5 and FIG. 14.
[0066] Those skilled in the art will appreciate that the
components illustrated in FIGS. 1-4 described above, and in
each of the flow diagrams discussed below, may be altered
in a variety of ways. For example, the order of the logic may
be rearranged, substeps may be performed in parallel, illus-
trated logic may be omitted, other logic may be included,
etc. In some implementations, one or more of the compo-
nents described above can execute one or more of the
processes described below.

[0067] FIG. 5 is a flow diagram illustrating a process 500
used in some implementations of the present technology for
a 3D conversation between two or more devices. In various
implementations, parts of process 500 can be performed on
different ones of a sending system, a receiving system, or an
intermediate server system. Examples of these divisions of
process 500 are described below in relation to FIG. 6.
[0068] Calibrate block 502 can determine intrinsic and
extrinsic parameters (together “calibration data” or “calibra-
tion parameters”) for the cameras used by capture block 504.
As indicated by the dotted lines, in various implementations,
the calibrate block 502 can be performed prior to the
conversation starting and/or during the conversation. Intrin-
sic parameters can specify features of a camera that are
internal (and often are generally fixed) for a particular
camera. Intrinsic parameters can characterize the optical,
geometric, and digital characteristics of the camera, allow-
ing a mapping between camera coordinates and pixel coor-
dinates of an image. Extrinsic parameters can specify con-
ditions or context external to the camera. Extrinsic
parameters can be used to characterize light received at each
camera pixel, allowing that light to be interpreted in terms
of a 3D environment.

[0069] In various implementations, parts of the calibration
stage can be performed by different entities and/or at dif-

Jan. 27,2022

ferent times. For example, an initial calibration to determine
intrinsic parameters can be performed at a camera manu-
facturer, an initial user setup calibration can be performed to
determine intrinsic and/or extrinsic parameters, or an online
calibration can be performed during the conversation to
update intrinsic and/or extrinsic parameters. Also in various
implementations, parts of the calibration process can be
automatic (e.g., triggered by an identified condition and
performed using automatically gathered data) or can be at
least partially manual (e.g., employing user input or assis-
tance such as displaying a target image to a camera).
Calibration block 502 can receive various calibration data
such as measurements of camera components, captured
images of known objects (e.g., pre-defined calibration
checkerboard or other targets, objects of known dimensions,
etc.), environment data (e.g., heat or moisture levels), map-
ping data (e.g., simultaneous localization and mapping
(“SLAM” data), measurements from sensors (e.g., time-of-
flight measurements, lighting conditions), etc. and can pro-
duce values for the individual calibration parameters. Cali-
bration can include applying transformations to the received
data (e.g., camera component measurements, capturing
known target images, position sensor data, information from
other cameras at known distances, SLAM data, etc.) to
identify individual calibration parameters. In various imple-
mentations, calibration block 502 can be performed for each
camera useable by capture block 504 and the resulting
calibration parameters can be stored with associations to the
corresponding camera. Additional details on determining
calibration parameters are described below in relation to
FIG. 7.

[0070] Capture block 504 can capture audio, traditional
images, and/or depth images/data using one or more capture
devices of a sender 3D conversation system. Capture block
504 can receive an instruction to start collecting captured
data and, where more than one camera configuration is
available, an indication of which cameras to use. Capture
block 504 can produce the captured data (e.g., traditional
images, depth images, pixel clouds, etc.) with some tagged
meta-data. The process performed at capture block 504 can
include interfacing with capture hardware to gather capture
data and associate the capture data with meta-data such as
the time each portion of the capture data was captured and
which device captured that portion of the capture data. In
various implementations, the capture data can come from
one or more of: a black-and-white camera, a color camera,
a depth camera, a distance sensor, a microphone, etc. Cam-
eras can be configured to capture images at different reso-
Iutions and frame rates either statically or dynamically e.g.,
based on a conversation context. For example, the system
can enable or disable cameras, change capture resolution,
frame rate, audio quality, etc. based on one or more of:
available bandwidth being above or below corresponding
thresholds, according to an ability of the receiving device to
display certain types of images (e.g., display 3D images,
images at different resolutions, display at various frame
rates, etc.), according to user settings, according to a view-
point of the receiving user, based on which cameras that can
see at least part of the sending user, etc. Additional details on
gathering captured data at the sending system are described
below in relation to FIG. 8.

[0071] Filter and tag block 506 can perform various pro-
cesses to tag the captured data from capture block 504 with
further meta-data, improve the quality of the captured data,



US 2022/0028157 Al

and/or remove unnecessary portions of the captured data.
The processes of the filter and tag block 506 can receive the
captured data from capture block 504 (tagged with the
devices that captured each portion of the captured data) and
the calibration parameters from calibration block 502 (with
each set of calibration parameters associated with the device
for which that set of parameters was created) and can
produce curated data, which has been filtered, enhanced, and
tagged with calibration and/or other identifiers. In various
implementations, the filtering can include selecting the
captured data from the devices that will be used to construct
images at the receiving system (e.g., images useable to
construct a 3D representation from the receiver’s point of
view) and/or removing portions of images unnecessary for
constructing the 3D representation (e.g., background or
other portions of the images not depicting the sending user).
In some cases, enhancing the captured data can include
cross-referencing captured data from multiple capture
devices to enhance image quality. For example, captured
data streams from a traditional camera and a depth camera
can be used to enhance one another. In some cases, where
the captured data includes images from one traditional
camera and data from one depth sensor, the depth sensor
data can be used to assign each point in image a depth.
Where the captured data includes images from multiple
traditional cameras, the images can be combined into a
weighted combination, where the weights are assigned
based on camera on the viewpoint with cameras having a
better view of the point given greater weight. This can
improve color and/or shading estimates for points in 3D
space. Further, depending on the location of the traditional
cameras, the system can perform stereo texturing to provide
a 3D effect. In addition, where data from multiple depth
sensors is included in the captured data, the system can
combine this data to provide depth samples covering more
of a 3D space. This can provide better volumetric recon-
struction of object in the 3D space, solve occlusion issues,
and smooth depth spatially and temporally. In some cases,
the cross-referenced data streams can be from devices that
are within a threshold distance of each other and/or the data
streams can first be transformed according to the calibration
parameters to compensate for distances between the capture
devices. In yet further cases, the enhancing can include
creating a depth image based on a traditional image, e.g.,
using a machine learning model trained to estimate depths
based from traditional images. Filter and tag block 506 can
tag the captured data with the calibration parameters by
matching the calibration parameters associated with the
device to the captured data stream taken from that same
device. Filter and tag block 506 can tag the data streams with
additional information such as identified objects, identified
people, and corresponding locations within images for iden-
tified tags. Additional details on filtering and tagging are
described below in relation to FIG. 9.

[0072] Compression block 508 can transform the curated
data from block 506 into a format for transmission across a
network. In some implementations, this compression can be
achieved by applying a video codec, such as an MPEG
standard, performing entropy encoding, or applying another
known lossy or lossless compression algorithm. In, some
implementations, the compression algorithm used can
depend on the format of the received data. For example, a
point cloud data stream can be compressed using the point
cloud library (PCL), the MPEG point cloud compression
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standard, or another point cloud compression algorithm.
Similarly, other data formats can be compressed with known
corresponding libraries for those data formats or generic
compression algorithms can be applied. In various imple-
mentations, the compression can combine the curated data
from multiple devices into a single package or can compress
each data stream separately. In some cases, the compressed
data can include the meta-data applied at block 506 while in
other cases these tags can be provided as separate but
associated compressed or uncompressed data. In some
implementations, captured traditional image data and depth
data for corresponding time intervals can be used to com-
press each other. For example, motion vectors can be
determined from one stream and used to help compress the
other. In some cases, the compression algorithm used, or
parameters set for the compression, can be determined
dynamically based on a conversation context (e.g., available
bandwidth, display capabilities of receiver, compute capa-
bilities of sender or receiver, etc.) Additional details on
compression are described below in relation to FIG. 10.
[0073] Decompression block 510 can transform the com-
pressed data back to a version of the original data. Decom-
pression block 510 can receive the compressed data from
compression block 508 (having been transmitted across a
network) and can apply a reverse of the compression algo-
rithm used to produce compressed data. Similar to the
compression process, the decompression algorithm used can
depend on the type of compressed data and/or the compres-
sion algorithm used. In some implementations, factors of the
decompression process can be set based on a conversation
context, such as processing power or display capabilities of
the receiving system. Additional details on decompression
are described below in relation to FIG. 11.

[0074] Though not shown in FIG. 5, it will be understood
that decompression and recompression can be performed
multiple times in the 3D conversation pipeline. For example,
a sending system can perform an initial compression, a
server system can perform a decompression, process the
data, and recompress results, and those results can be sent to
a receiver where they are decompressed.

[0075] Reconstruction block 512 can create a 3D repre-
sentation of the sending user (or of multiple users in the case
of multiple sending systems) from depth data portion(s) of
the decompressed data. The 3D representation can be in
various formats such as a point cloud, a signed distance
function, populated voxels, a mesh, a light field, etc. Recon-
struction block 512 can accomplish this transformation of
the depth data into the 3D representation by using the
calibration data to combine data from multiple sources
and/or transform the captured data into position and contour
information in 3D space. For example, each pixel in a depth
image depicting a user can be transformed into a 3D
representation of at least part of the user by applying
transformations based on the intrinsic and extrinsic calibra-
tion parameters of the camera. The transformations can take
each pixel taken at the camera location and determine a
corresponding point in 3D space representing a point on the
surface of the user. In some implementations, the recon-
struction stage can apply shading and/or color data onto the
3D representation, using the calibration data to map portions
of the shading or color data to the 3D representation.
[0076] In some implementations, the reconstruction pro-
cess can be customized based on the computational and
display characteristics of the receiving system. For example,
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only the portion of'a 3D representation that can be seen from
the receiving user’s viewpoint may be created. As another
example, there can be various possible types of 3D repre-
sentations which can have different processing and/or dis-
play requirements and the type of 3D representation created
can be selected by matching the receiving system processing
and display capabilities to corresponding display and pro-
cessing requirements of a 3D representation. In some imple-
mentations where the reconstruction block is performed on
a system other than the receiving system, different 3D
representations can have different data sizes and the 3D
representation type can also be selected based on available
bandwidth. In some cases, part or all of the 3D representa-
tion may not be direct translations of captured data, such as
where none of the captured images of the sending user depict
a portion of the 3D representation or where bandwidth or
processing limitations did not allow sufficient time to pro-
vide portion of the images depicting the sending user. In
such cases, some or all of the 3D representation can be
approximated with an avatar representation of the sending
user, a machine learning estimation of the missing portion
(s), or a previously captured version of the missing portion
(s) of the sending user. Additional details on reconstruction
are described below in relation to FIG. 12.

[0077] Render block 514 can generate one or more 2D
images of the sending user from a viewpoint of the receiving
user. Render block 514 can receive the 3D representation
and an indication of the receiving user’s viewpoint to
produce the 2D images. This can include placing a virtual
camera, in relation to the 3D representation, at the receiving
user’s viewpoint (or at the viewpoint of each eye of the
receiving user) which can produce one or more 2D images
of the 3D representation from that viewpoint. These images
can be generated to meet the display properties of the
receiving system, e.g., to match resolution, display size, or
display type of the receiving system. For example, where the
receiving system is an artificial reality system with a display
for each eye, the render stage can generate an image from the
viewpoint of each eye at the resolution of these displays. In
various implementations, the render stage can generate a
single image, two “stereo” images, a light field, etc. In some
implementations, the render stage can also apply color or
shading data to the rendered images. Applying the color data
can include transforming it according to the calibration
parameters to be from the viewpoint of the receiving user
and applying the color data to the images. In some imple-
mentations, a receiving system may be capable of “true 3D
display (e.g., holograms in 3D space, laser plasma displays,
crystal cubes, mist screens, etc.), in which case the render
stage may be skipped or may simply provide color data to
the 3D representation, which can be directly output to the 3D
display. Additional details on rendering images from the 3D
representation are described below in relation to FIG. 13.

[0078] Display block 516 can receive the rendered one or
more 2D images and output them via display hardware of the
receiving system. This can include, for example, displaying
the image(s) on a screen, projecting them onto a “virtual
cave” wall, projecting them into a user’s eye, etc. Display
block 516 can also synchronize visual output with audio
output, haptic output, presentation data (e.g., a virtual white-
board, slide deck, associated images, etc.), or other data
received from the sending system as part of the conversa-
tion. Additional details on providing output at the receiving
device are described below in relation to FIG. 14.
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[0079] FIG. 6 illustrates variations on the flow diagram
from FIG. 5, used in some implementations of the present
technology where the variations show stages of the 3D
conversation pipeline being performed at different systems.
While the pipeline variations 602-612 only show one-way
communication—from a sender 652 to a receiver 656—it
will be understood that, during some 3D conversations, a
system can play the role of both sender 652 and receiver 656.
[0080] In each of the variations 602-612, a compression
stage can be performed prior to the sender 652 transmitting
data and a decompression stage can be performed when the
receiver 656 receives compressed data. In variations 604,
608, and 610, where one or more stages are performed by a
server system 654, similar decompression and compression
stages can be performed by the server system 654.

[0081] Variations 602-612 illustrate stages of pipeline
configurations performed during a 3D conversation. As
discussed above, an additional calibration stage 502 (FIG. 5)
can be included in this pipeline, which may be performed
prior to and/or during a 3D conversation and can be per-
formed automatically or with user input at various entities,
such as by a device manufacturer or by the sending user.
[0082] Invarious implementations, a selected variation (of
variations 602-612) used for a 3D conversation can be static
or dynamic. In a static configuration, a pre-determination
has been made as to where pipeline stages are to be
performed. In such static cases, the programming for each
stage may only be at the devices where those stages are to
be performed.

[0083] In various implementations, the same pipeline
variation can be used for both directions of information flow
between participants of a 3D conversation. In other imple-
mentations, however, different pipeline variations can be by
the same endpoint devices when acting as sender versus
receiver. For example, if one of the participant devices has
low processing power, it may only perform a display stage
when receiving information (as in variations 602 and 604)
and when sending information it only performs a capture
and filter and tag stage (as in variations 608-612). Examples
of factors for selecting where stages are performed include
available sending system and receiving system processing
capabilities, whether the sender or receiving system is
equipped with specialized hardware to more efficiently
perform particular stages, available bandwidth, and capture
or display capabilities of participant systems. These factors
can be used for static or dynamic selection of a variation.
[0084] For implementations in which the variations are
dynamic, variations 602-612 can be mapped to various
conditions (e.g., threshold values) for one or more of these
factors. This will cause a corresponding variation to be used
when the matched conditions occur. For example, variations
having above a threshold number of capture cameras may
cause reconstruction to be at the sending computing system
(sender 652); computing power of the sender 652 or receiver
654 being below a given threshold may cause the recon-
struction and/or render stages to be performed on the server
654 or on the other of the receiving or sending systems
(receiver 656 or sender 652, respectively); available band-
width being below a threshold may cause reconstruction
and/or render to be performed at the sending system (sender
652); or a type of display on receiver 656 can cause all stages
except display to happen at the sending system (sender 652).
[0085] In variation 602, the capture, filter and tag, recon-
struction, and render stages are all performed by the sender
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652 while the display stage is performed by the receiver 656.
In variation 604, the capture, filter and tag, and reconstruc-
tion stages are performed by the sender 652, the render stage
is performed by the server system 654, and the display stage
is performed by the receiver 656. In variation 606, the
capture, filter and tag, and reconstruction stages are per-
formed by the sender 652 and the render and display stages
are performed by the receiver 656. In variation 608, the
capture and filter and tag stages are performed by the sender
652, the reconstruction and render stages are performed by
server system 654, and the display stage is performed by the
receiver 656. In variation 610, the capture and filter and tag
stages are performed by the sender 652, the reconstruction
stage is performed by the server system 654, and the render
and display stages are performed by the receiver 656. In
variation 612, the capture and filter and tag stages are
performed by the sender 652 and the reconstruction, render,
and display stages are performed by the receiver 656.

[0086] While variations 602-612 each show only a single
sender/receiver for a particular pipeline, 3D conversations
can involve more than two participants. In some cases where
there are more than two participants and where the recon-
struction and/or render stages are performed on a system
other than the receiving system, the reconstruction and/or
render stages can be performed multiple times, once for each
receiving system. In some case where there are multiple
sending systems, the reconstruction stage can be performed
to create a 3D representation including each of the senders
and the render stage for each receiver can create 2D images
from this combined 3D representation. In other cases, the
reconstruction stage can be performed multiple times, once
for each sender, and corresponding render stages can be
performed in relation to the resulting separate 3D represen-
tations of each sender.

[0087] FIG. 7 is a flow diagram illustrating a process 701
(e.g., the process performed by block 502 of FIG. 5) used in
some implementations of the present technology for a cali-
bration stage of a 3D conversation pipeline. At block 702,
process 701 can obtain intrinsic parameters for one or more
cameras of a sending system. Intrinsic parameters can
specify features of a camera that are internal (and often
generally fixed) for a particular camera. Examples of intrin-
sic parameters include focal length, a relationship between
a pixel coordinates, lens geometric distortion, etc. These
parameters can characterize the optical, geometric, and
digital characteristics of the camera, allowing a mapping
between camera coordinates and pixel coordinates of an
image. In various implementations, block 702 can be per-
formed for each camera that a sending system may use for
capturing data for the 3D conversation pipeline.

[0088] In various implementations, identifying the intrin-
sic parameters may be done at different times. As one
example, intrinsic parameters can be identified by a manu-
facturer prior to shipping the camera (where the parameters
can be stored in memory of the camera or can be determined
for the type of camera generally and stored in associated
software such as a driver or other data structure). As another
example, intrinsic parameters can be identified when a user
initiates an initial configuration (e.g., by using various
measuring equipment and/or initiating a process that infers
intrinsic parameters by analyzing images taken of known
targets, such as a checker pattern with particular dimen-
sions). As a third example, intrinsic parameters can be
identified in an online process as a camera is being used
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(e.g., based on known dimensions of objects in frame, such
as dimensions determined for objects that were also in frame
during an initial calibration process).

[0089] At block 704, process 701 can obtain extrinsic
parameters for the one or more cameras of a sending system.
Extrinsic parameters can specify conditions or context exter-
nal to the camera. Examples of extrinsic parameters include
the location and orientation of the camera, lighting charac-
teristics (e.g., lighting source location, type, orientation),
ambient conditions (e.g., heat, moisture, etc.), etc. These
parameters can be used to characterize light received at each
camera pixel, allowing that light to be interpreted in terms
of'a 3D environment. In various implementations, block 704
can be performed for each camera that a sending system may
use for capturing data for the 3D conversation pipeline.
Identifying the extrinsic parameters may be done at different
times, e.g., as part of an initial configuration prior to a 3D
conversation and/or online as a conversation progresses to
determine or update extrinsic parameters. The extrinsic
parameters can be determined using one or more of a variety
of processes such as by analyzing images taken of known
targets with particular dimensions; by mapping the area
surrounding the camera and placing the camera in that area
(e.g., using time-of-flight sensors, an encoded inferred dot
matrix, or other known techniques); by determining the
distance between two or more cameras and using these
geometries to make comparisons between images to deter-
mine distances to objects; by using existing SLAM data; by
updating previous location determinations based on IMU
data and/or motion vectors from captured images; etc.
[0090] At block 706, process 701 can obtain noise char-
acteristics for the one or more cameras of a sending system.
The noise characteristics can be a statistical analysis of
variations across images captured by a single camera.
Examples of the noise characteristics include photon shot
noise, photo response non-uniformity (PRNU), thermal
noise, and dark current. In some implementations, the noise
characteristics can be included as part of the calibration
parameters and can be used, e.g., during reconstruction to
account for camera accuracy. In some cases, shot noise
and/or dark current noise can be applied to characterize
depth camera data. Characterizing noise can facilitate noise
reduction, producing higher quality images and depth
samples, both in spatial and temporal domains.

[0091] At block 708, process 701 can store the calibration
parameters obtained at blocks 702-706 as calibration data
associated with each camera for which those parameters
were determined. For example, the various calibration
parameters can be stored in a data structure with an identifier
of a corresponding camera as a key.

[0092] At block 710, process 701 can determine whether
a trigger for updating the calibration data has occurred.
While, as discussed above, in various implementations any
block from any of the flow charts can be removed or
rearranged, block 710 is illustrated in broken lines to call out
specific implementations in which block 710 may or may
not be performed. In some implementations, for example,
calibration is not triggered and thus process 701 ends after
block 708. In other implementations, one or more triggers
can cause an update to the calibration data, such as when
there is above a threshold amount of detected movement of
a camera (e.g., based on IMU data, SLAM data, motion
vectors in captured images, above a threshold change
between a series of capture images, etc.), when a set time
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since a last calibration expires, when a user initiates a
calibration update, when there is a threshold change in
temperature or humidity, when there is a threshold change in
lighting conditions, etc. Process 701 can remain at block 710
until a trigger is identified, at which point process 701 can
repeat from block 702. In some implementations, instead of
repeating with all of blocks 702-706, only some of these
blocks are repeated. For example, only block 704 may be
repeated. In some implementations, the blocks that are
repeated may depend on the trigger condition, where certain
trigger conditions are mapped to corresponding calibration
actions. For example, a detected change in position can
cause block 704 to be performed whereas a detected change
in temperature can cause both blocks 702 and 704 to be
performed. In some implementations, a periodic calibration
trigger can occur e.g., once for each 3D conversation or once
per day, minute, second, etc.

[0093] FIG. 8 is a flow diagram illustrating the process
801 (e.g., the process performed by block 504 of FIG. 5)
used in some implementations of the present technology for
a capture stage of a 3D conversation pipeline. At block 802,
process 801 can determine whether any dynamic capture
factors are indicated. Dynamic capture factors can be parts
of a conversation context that are mapped to a capture
configuration (e.g., enabled or disabled capture devices, a set
of capture devices to use for the 3D conversation, or settings
to use on one or more of the capture devices). In various
implementations, the dynamic capture factors can include
one or more of available bandwidth being above or below a
corresponding threshold, display abilities of a receiving
system, a sending or receiving system battery level being
above or below a corresponding threshold, user settings, a
viewpoint of a receiving user as compared to positions of
sending system cameras, or any combination thereof.

[0094] At block 804, process 801 can use a mapping of the
dynamic capture factors to a capture configuration to select
capture devices and/or a set of capture device parameters. In
various implementations, the mapping can map the dynamic
capture factors to one or more of: cameras or microphones
to enable or disable, changes in camera framerate or reso-
Iution, changes in audio capture quality, or selection of
which captured data feeds to use. For example, a conversa-
tion context such as the processing power of the recipient
being below a threshold, available bandwidth being below a
threshold, a battery level of the sending system being below
a threshold, or an inability of the recipient system to display
3D or high resolution images can be mapped to a corre-
sponding reduction in the number of cameras used by the
sending system and/or a reduction in the frame rate or
resolution for the cameras used by the sending system. In
some implementations, such a reduction can cause the 3D
conversation pipeline to transition to a different flow at one
or more stages, such as by using different data structures,
providing lower resolution, or degrading to traditional 2D
video calling or audio only calling. As another example, a
recipient system can provide the current viewpoint of the
receiving user and this can be translated (using the calibra-
tion data) to determine which camera(s) are positioned to
capture parts of the user that would be visible from that
viewpoint and other cameras can be disabled or images from
other cameras can be excluded from the captured data. As
yet a further example, a user can activate a control to switch
to 2D calling, which can be mapped to only capturing
images from a single camera focused on the sending user’s
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face (also causing other stages to be modified or skipped,
e.g., using MPEG video compression instead of the PCL for
compression and skipping the reconstruction stage).

[0095] While, as discussed above, in various implemen-
tations any block from any of the flow charts can be removed
or rearranged, blocks 802 and 804 are illustrated in broken
lines to call out specific implementations where blocks 802
and 804 may or may not be performed. In some implemen-
tations, there is no dynamic selection of capture devices and
thus process 801 begins at block 806.

[0096] At block 806, process 801 can receive data from
one or more capture devices. This can be a single set of
capture devices connected to the sending system (using
default settings, e.g., resolution, framerate, etc.), a default
set of capture devices (using default settings), or if the
processes of blocks 802 and 804 were performed, the
capture devices and/or the capture device settings selected at
block 804. In various implementations, the capture devices
can capture one or more of black-and-white images, color
images, depth images, point cloud data, Semi-Global Match-
ing (SGM) data, audio, etc., or any combination thereof.
[0097] At block 808, process 801 can associate capture
meta-data to the captured data. Examples of capture meta-
data include the time that portions of the captured data were
captured and an indicator of which device captured that data.
[0098] FIG. 9 is a flow diagram illustrating a process 901
(e.g., the process performed by block 506 of FIG. 5) used in
some implementations of the present technology for a filter
and tag stage of a 3D conversation pipeline. At block 902,
process 901 can receive captured data. This can be the data
captured by process 801.

[0099] At block 904, process 901 can apply filter and/or
enhancement algorithms to the captured data. The filter
algorithms can remove portions of captured image data that
do not depict the sending user (or objects with which the
sending user is interacting or other designated areas such as
whiteboards or presentation materials to be sent to the
receiving system), can remove background audio, can add
effects (e.g., augmented reality effects such as changing
dimensions or coloring for the sending user, adding virtual
objects to the captured images, or adding sound effects), etc.
The enhancements can include traditional video and/or
audio corrections such as stabilizations, rotations, color and
shading corrections, sharpening, focusing, amplifications,
volume leveling, equalization, etc. In some implementa-
tions, the enhancements can also include cross stream
enhancements where data such as motion vectors deter-
mined from one capture device can be used to enhance the
data from another capture device. For example, where a
depth and a color camera are placed side-by-side, the motion
vectors determined from the captured color data stream can
be used to enhance the depth data stream (or vice-versa). In
some implementations, the enhancements can include con-
verting one or more traditional images into 3D data. In
various implementations, this can include applying a
machine learning model trained to determine depth data for
traditional images. In some implementations, this can also
include using the calibration data and/or data from multiple
cameras to determine depth data based on the camera
intrinsic and extrinsic properties and/or the relationships
between images that captured overlapping areas. In yet
further embodiments, the enhancements can include addi-
tional analysis of the captured data, such as to determine and
add an alternate view of the depicted user. For example,
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process 901 can identify a “skeleton view” of the user based
on traditional and/or depth data to include as a further or
alternate data stream. A skeleton view divides the users into
primary parts (e.g., hands, forearms, upper arms, shoulders,
torso, etc.) and depicts these parts of the user as connected
lines—giving a body pose of the user without body contours.
[0100] At block 906, process 901 can apply tags to the
captured data. In some implementations, these tags can be
the calibration data generated by process 701, where each
data stream is tagged with the calibration data generated for
the capture device that captured that data stream. In some
implementations, other or additional tagging can be per-
formed such as identifying objects or people within various
portions of the captured data and tagging those portions with
the identifications (e.g., by frame or by locations within
frames), tagging conditions of the captured data (e.g., places
where movement above a threshold is identified, changes in
people in frame, etc.), identifying voices in audio and
tagging time segments with the identified voices, etc.
[0101] FIG. 10 is a flow diagram illustrating a process
1001 (e.g., the process performed by block 508 of FIG. 5)
used in some implementations of the present technology for
a compression stage of a 3D conversation pipeline. At block
1002, process 1001 can receive the captured data, as filtered,
enhanced, and/or tagged by process 901.

[0102] At block 1004, process 1001 can determine
whether conversation context factors indicate whether to
apply down sampling to the captured data. For example, the
captured data can be down sampled to match the display
capabilities of the receiving system or to reduce data com-
plexity, thereby reducing the bandwidth needed to transmit
the compressed data and reducing the compute power for the
receiving device to decompress and reconstruct the data. In
various examples, thresholds of available bandwidth, sender
or receiver processing capabilities, or receiver display capa-
bilities, can each be mapped to particular bitrates, frame
rates, etc. At block 1004, current conversation context
factors can be identified and the mapping can be used to
select maximum data characteristics. If the data received at
block 1002 has higher characteristics than the selected
maximum data characteristics then, at block 1006, process
1001 can down sample the received data to the maximum
data characteristics. In some implementations, the charac-
teristics of the received data will already match capabilities
of the receiving system because the capture devices were
dynamically set to capture data with characteristics match-
ing the receiving system.

[0103] While, as discussed above, in various implemen-
tations, any block from any of the flow charts can be
removed or rearranged, blocks 1004 and 1006 are illustrated
in broken lines to call out specific implementations where
blocks 1004 and 1006 may or may not be performed. In
some implementations, there is no dynamic down sampling
and thus process 1001 can go from block 1002 to block
1008.

[0104] At block 1008, process 1001 can apply one or more
compression procedures to the received data (as down
sampled at block 1006, if any). In some implementations,
the down sampling of block 1006 can be performed as part
of the compression performed at block 1008. In various
implementations, the compression procedures can be lossy
or lossless. The compression procedures can be selected to
match a type of the received data. For example, if part of the
received data is a point cloud, then a compression procedure
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for point clouds (e.g., the MPEG codec for point clouds or
the PCL) can be selected to compress this part of the
received data. In various implementations, the received data
from each capture device can be compressed separately
and/or the body of all the captured data can be compressed
into a single package. In some implementations, data from
one part of the received data can be used to more effectively
compress another part. For example, motion vectors from a
data stream of a depth camera can be used to compress a
color video data stream taken from a camera that is within
a threshold position of the depth camera. The compressed
data can then be transmitted to a receiving system or an
intermediary server.

[0105] FIG. 11 is a flow diagram illustrating a process
1101 (e.g., the process performed by block 510 of FIG. 5)
used in some implementations of the present technology for
a decompression stage of a 3D conversation pipeline. At
block 1102, process 1101 can receive data compressed by
process 1001, having been transmitted over a network.
[0106] At block 1104, process 1101 can determine
whether conversation context factors indicate whether to
apply down sampling to the received data. For example, the
received data can be down sampled to match the display
capabilities or available compute power of the receiving
device. In various examples, thresholds of receiver process-
ing capabilities or display capabilities can each be mapped
to particular bitrates, frame rates, etc. At block 1104, current
conversation context factors can be identified, and the map-
ping can be used to select these maximum data character-
istics. If the data received at block 1102 has higher charac-
teristics than the selected maximum data characteristics
then, at block 1106, process 1101 can down sample the
received data to match the maximum data characteristics. In
some implementations, the characteristics of the received
data will already match capabilities of the receiving system
because the capture devices were dynamically set to capture
data with characteristics matching the receiving system or
compression process 1001 already down sampled the data to
match the receiving system.

[0107] While, as discussed above, in various implemen-
tations, any block from any of the flow charts can be
removed or rearranged, blocks 1104 and 1106 are illustrated
in broken lines to call out specific implementations where
blocks 1104 and 1106 may or may not be performed. In some
implementations, there is no dynamic down sampling and
thus process 1101 can go from block 1102 to block 1108.

[0108] Atblock 1108, process 1101 can apply one or more
decompression procedures to the received data (as down
sampled at block 1106, if any). In some implementations, the
down sampling of block 1106 can be performed as part of
the decompression performed at block 1108. In various
implementations, the decompression procedures can be
lossy or lossless. The decompression procedures can be
selected to match a type of compression used to compress
the received data.

[0109] FIG. 12 is a flow diagram illustrating a process
1201 (e.g., the process performed by block 512 of FIG. 5)
used in some implementations of the present technology for
a reconstruction stage of a 3D conversation pipeline. At
block 1202, process 1201 can receive data decompressed by
process 1101. At block 1204, process 1201 can determine
whether conversation context factors indicate whether to
adjust the process for generating a 3D reconstruction based
on available resources. In some implementations, types of



US 2022/0028157 Al

reconstructed representations (e.g., point clouds, truncated
sign distance function (TSDF), populated voxels, mesh,
light fields, etc.) can be associated with data processing
levels or requirements and/or display characteristics. For
example, a TSDF representation can be assigned a process-
ing level greater than a level for point clouds. At block 1206,
current data processing and/or display capabilities of the
receiving system can be matched to the processing levels or
requirements and/or display characteristics of the represen-
tations to select a representation type to use. In some
implementations where process 1201 reconstruction is per-
formed on a system other than the receiving system (e.g., in
versions 602-610 of FIG. 6) representations can also be
characterized according to an average size of that type of
reconstruction and the type of reconstruction selected can
further be selected based on available bandwidth.

[0110] While, as discussed above, in various implemen-
tations, any block from any of the flow charts can be
removed or rearranged, blocks 1204 and 1206 are illustrated
in broken lines to call out specific implementations where
blocks 1204 and 1206 may or may not be performed. In
some implementations, there is no dynamic reconstruction
type selection and thus process 1201 can go from block 1202
to block 1208.

[0111] At block 1208, process 1201 can create a 3D
representation from the decompressed data, in either a
default representation format or a format selected at block
1206. Reconstruction block 1201 can accomplish this trans-
formation of the depth data into the 3D representation using
the calibration data to combine data from multiple sources
and/or transform the captured data into position and contour
information in 3D space. For example, each pixel in a depth
image depicting a user can be transformed into a 3D
representation of at least part of the user by applying
transformations based on the intrinsic and extrinsic calibra-
tion parameters of the camera. The transformations can take
each pixel taken at the camera location and determine a
corresponding point in 3D space representing a point on the
surface of the user. In some implementations, the recon-
struction stage can apply shading or color data to the 3D
representation, using the calibration data to map portions of
the shading or color data to the 3D representation. In various
implementations, creating a 3D representation can be per-
formed using, e.g., an Integrated 6DoF Video Camera and
System Design (see e.g., the system described at https://
research.fb.com/publications/an-integrated-6dof-video-
camera-and-system-design/and https://research.tb.com/wp-
content/uploads/2019/09/ An-Integrated-6DoF-Video-
Camera-and-System-Design.pdf); and Immersive Light
Field Video with a Layered Mesh Representation sysetm
(see e.g., the system described at https://augmentedpercep-
tion.github.io/deepviewvideo/ and https://storage.googlea-
pis.com/immersive-If-video-siggraph2020/Immersive-
LightFieldVideoWithALayeredMeshRepresentation.pdf); a
Dynamic Fusion system (see e.g., the system described at
https://grail.cs.washington.edu/projects/dynamicfusion/ and
https://grail.cs.washington.edu/projects/dynamicfusion/pa-
pers/DynamicFusion.pdf); or a Fusion4D: system (see e.g.,
the system described at https://www.microsoft.com/en-us/
research/wp-content/uploads/2016/11/a114-dou.pdf); each
of these is incorporated herein by reference.

[0112] In some cases, part or all of the 3D representation
may not be direct translations of captured data, such as
where none of the captured images of the sending user depict
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a portion of the 3D representation or where bandwidth or
processing limitations did not allow sufficient time to pro-
vide a portion of the images depicting the sending user. In
some such cases, some or all of the 3D representation can be
approximated with an avatar representation of the sending
user, a machine learning estimation of the missing portion
(s), or previously captured versions of the missing portion(s)
of the sending user. In other such cases, the reconstruction
stage can be skipped, reverting instead to traditional 2D
video calling or voice calling.

[0113] FIG. 13 is a flow diagram illustrating a process
1301 (e.g., the process performed by block 514 of FIG. 5)
used in some implementations of the present technology for
a render stage of a 3D conversation pipeline. At block 1302,
process 1301 can receive a 3D representation from process
1201 and an indication of a current viewpoint of the receiv-
ing user. At block 1304, process 1301 can determine whether
process 1301 is being performed to dynamically select
rendering settings specific to the receiving system. For
example, where the render stage is performed on a system
other than the receiving system (e.g., versions 602, 604, and
608 of FIG. 6), the render stage can receive display capa-
bilities (e.g., resolution, frame rate, single display or stereo
display, etc.) of each receiving system at block 1306 and can
use those specifics to, at block 1308, render one or more
images to those capabilities. For example, images can be
rendered to the same resolution as a receiving system or an
image can be rendered for each eye viewpoint of the
receiving user. While, as discussed above, in various imple-
mentations, any block from any of the flow charts can be
removed or rearranged, blocks 1304 and 1306 are illustrated
in broken lines to call out specific implementations where
blocks 1304 and 1306 may or may not be performed. In
some implementations, there is no dynamic, receiver-spe-
cific rendering and thus process 1301 can go from block
1302 to block 1308.

[0114] At block 1308, process 1301 can render one or
more images for display by a receiving system using default
render parameters (either generic parameters or previously
configured for the particular receiving system) or parameters
selected for the receiver specifics obtained at block 1306.
Generating these images can include placing a virtual cam-
era, in relation to the 3D representation, at the receiving
user’s viewpoint (or two virtual cameras at the viewpoint of
each eye of the receiving user) to produce one or two 2D
images from the 3D representation from the viewpoint of the
virtual camera(s). Where the reconstruction stage did not
include adding color data to the 3D representation, the
render stage can further include adding color data, captured
by traditional cameras and transformed according to the
calibration data, to the rendered images. In some implemen-
tations, this can include using color data from the camera
closest to the viewpoint of the receiving user. In some
implementations, rendering can include performing addi-
tional modifications, such as removing an artificial reality
device from the display of the sending user (see e.g., FIG.
15), adding additional feeds (e.g., a presentation or slide
deck to the images), adding stickers, effects or filters, etc.

[0115] FIG. 14 is a flow diagram illustrating a process
1401 (e.g., the process performed by block 516 of FIG. 5)
used in some implementations of the present technology for
adisplay stage of a 3D conversation pipeline. At block 1402,
process 1401 can receive the 2D images rendered by process
1401 (or 3D representations if the receiving system has a
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true 3D display). At block 1404, process 1401 can interface
with a display system (e.g., a screen, various types of
projectors such as LED, microLED, LASER, etc.) to display
the images. Outputting the images can be synchronized with
outputting audio according to time tags added during the
capture stage.

[0116] FIGS. 15A and 15B are conceptual diagrams illus-
trating examples 1500 and 1550 of a 3D conversation in an
artificial reality environment. Example 1500 illustrates a
first side of a 3D conversation where a sending/receiving
device 1504 includes capture devices 1506 (color camera,
depth camera, and microphone). The cameras of capture
devices 1506 are each associated with calibration data
defining the camera’s intrinsic parameters (the optical, geo-
metric, and digital characteristics of the camera) determined
during manufacture of the camera and extrinsic parameters
(location and orientation in the 3D environment). The cap-
ture devices 1506 capture color images, depth images, and
an audio feed of user 1502, which are tagged with capture
time and which device captured each part of the captured
data. Device 1504 then performs filtering and tagging to
remove portions from images not depicting the user, remove
background noise from the audio stream, and, based on the
device tags and the associations between the calibration data
and device identifiers, tags the calibration data for the device
that captured each part of the data to the corresponding
captured data. Device 1504 then compresses each of the
filtered and tagged data streams and sends them to device
1554 (FIG. 15B).

[0117] Meanwhile, device 1504 is also receiving com-
pressed data streams from device 1554 (FIG. 15B). Device
1504 decompresses these data streams into color images,
depth data, and audio data (with associated calibration data).
Device 1504 next reconstructs the depth data and calibration
data into a 3D representation (in this case a point cloud).
Device 1504 takes an indication of the viewpoints of each
eye of user 1502, as detected by artificial reality device
1508, to place virtual cameras in relation to the point cloud
to generate two 2D images of user 1552 (FIG. 15B) from a
viewpoint of the user 1502. Device 1504 also adds color data
to these images based on the calibration data and synchro-
nizes them with the audio data based on time tags associated
with the data feeds. In examples 1500 and 1550, rendering
further includes using machine learning object recognition
to remove, from the representations of the users 1502 and
1552, the artificial reality devices 1508 and 1558 and further
using predicative machine learning to fill in the missing
portions of the representations of the users, allowing the
users to appear as if they were not wearing the artificial
reality devices. Device 1504 finally provides these images
and synchronized audio to artificial reality device 1508 so
artificial reality device 1508 can project a representation
1510 of user 1552 (FIG. 15B). In example 1550 (FIG. 15B),
user 1552 is holding capture devices 1556 close to his body,
allowing only the capture of user 1552°s head and upper
torso. Thus, the generated 3D representation, subsequent 2D
images, and ultimately the projection 1510 only show the
upper part of the user 1552.

[0118] Example 1550 illustrates a second side of the 3D
conversation which performs a similar process to example
1500. In particular, sending/receiving device 1554 includes
hand-held capture devices 1556 (color camera, depth cam-
era, and microphone). The cameras of capture devices 1556
are each associated with calibration data defining the cam-
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era’s intrinsic parameters (the optical, geometric, and digital
characteristics of the camera) determined during manufac-
ture of the camera and extrinsic parameters (location and
orientation in the 3D environment). The capture devices
1556 capture color images, depth images, and an audio feed
of'user 1552, which are tagged with capture time and which
device captured each part of the captured data. Device 1554
then performs filtering and tagging to remove portions from
images not depicting the user 1552, remove background
noise from the audio stream, and, based on the device tags
and the associations between the calibration data and device
identifiers, tags the calibration data for the device that
captured each part of the data to the corresponding captured
data. Device 1554 then compresses each of the filtered and
tagged data streams and sends them to device 1504 (FIG.
15A).

[0119] Meanwhile, device 1554 is also receiving the com-
pressed data streams from device 1504 (FIG. 15A). Device
1554 decompresses these data streams into color images,
depth data, and audio data (with associated calibration data).
Device 1554 next reconstructs the depth data and calibration
data into a 3D representation (in this case a 3D mesh).
Device 1554 takes an indication of a viewpoint of user 1552,
as detected by artificial reality device 1558, to place a virtual
camera in relation to the 3D mesh to generate a 2D image of
user 1502 (FIG. 15A) from a viewpoint of the user 1552.
Device 1554 also adds color data to this image based on the
calibration data and synchronizes the image with the audio
data based on time tags associated with the data feeds.
Device 1554 removes, from the representation of the users
1502, the artificial reality devices 1508, allowing the user
1502 to appear as if she were not wearing the artificial reality
device 1508. Device 1552 finally provides these images and
synchronized audio to artificial reality device 1558 so arti-
ficial reality device 1558 can project a representation 1560
of user 1502. In example 1500 (FIG. 15A), user 1502 has
placed capture devices 1506 on a surface far enough from
her body to capture images of her entire body. Thus the
generated 3D representation, subsequent 2D images, and
ultimately the projection 1560 shows a complete represen-
tation of the user 1502. Further, in example 1550, user 1552
has moved around the projection of user 1560 during the 3D
conversation. Thus, the viewpoint of user 1552 is toward the
side of the projection 1560. Accordingly, during rendering,
the virtual camera is placed to the side of the 3D represen-
tation, producing images shown projection 1560 being from
the side of the user 1502.

[0120] Reference in this specification to “implementa-
tions” (e.g., “some implementations,” “various implemen-
tations,” “one implementation,” “an implementation,” etc.)
means that a particular feature, structure, or characteristic
described in connection with the implementation is included
in at least one implementation of the disclosure. The appear-
ances of these phrases in various places in the specification
are not necessarily all referring to the same implementation,
nor are separate or alternative implementations mutually
exclusive of other implementations. Moreover, various fea-
tures are described which may be exhibited by some imple-
mentations and not by others. Similarly, various require-
ments are described which may be requirements for some
implementations but not for other implementations.

[0121] As used herein, being above a threshold means that
a value for an item under comparison is above a specified
other value, that an item under comparison is among a
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certain specified number of items with the largest value, or
that an item under comparison has a value within a specified
top percentage value. As used herein, being below a thresh-
old means that a value for an item under comparison is
below a specified other value, that an item under comparison
is among a certain specified number of items with the
smallest value, or that an item under comparison has a value
within a specified bottom percentage value. As used herein,
being within a threshold means that a value for an item under
comparison is between two specified other values, that an
item under comparison is among a middle-specified number
of items, or that an item under comparison has a value within
a middle-specified percentage range. Relative terms, such as
high or unimportant, when not otherwise defined, can be
understood as assigning a value and determining how that
value compares to an established threshold. For example, the
phrase “selecting a fast connection” can be understood to
mean selecting a connection that has a value assigned
corresponding to its connection speed that is above a thresh-
old.

[0122] As used herein, the word “or” refers to any possible
permutation of a set of items. For example, the phrase “A,
B, or C” refers to at least one of A, B, C, or any combination
thereof, such as any of: A; B; C; A and B; A and C; B and
C; A, B, and C; or multiple of any item such as A and A; B,
B, and C; A, A, B, C, and C; etc.

[0123] Although the subject matter has been described in
language specific to structural features and/or methodologi-
cal acts, it is to be understood that the subject matter defined
in the appended claims is not necessarily limited to the
specific features or acts described above. Specific embodi-
ments and implementations have been described herein for
purposes of illustration, but various modifications can be
made without deviating from the scope of the embodiments
and implementations. The specific features and acts
described above are disclosed as example forms of imple-
menting the claims that follow. Accordingly, the embodi-
ments and implementations are not limited except as by the
appended claims.

[0124] Any patents, patent applications, and other refer-
ences noted above are incorporated herein by reference.
Aspects can be modified, if necessary, to employ the sys-
tems, functions, and concepts of the various references
described above to provide yet further implementations. If
statements or subject matter in a document incorporated by
reference conflicts with statements or subject matter of this
application, then this application shall control.

I/'We claim:
1. A method for providing a 3D conversation, the method
comprising:

obtaining, from one or more capture devices of an artifi-
cial reality system, capture data comprising color
images, depth images, and audio;

associating calibration data with at least part of the
capture data, wherein the calibration data specifies at
least position information for at least one capture
device of the one or more capture devices;

compressing the capture data into a first version of the
capture data; and

transmitting the first version of the capture data to a
receiving artificial reality system, wherein sending the
compressed first version of the capture data causes the
receiving artificial reality system to:
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decompress the received first version of capture data
into a second version of the capture data comprising
color data, depth data, and audio data;

use the second version of the capture data to generate
a 3D representation at least based on the depth data;

render one or more 2D images from the 3D represen-
tation at one or more viewpoints determined for a
receiving user of the receiving artificial reality sys-
tem, wherein the one or more 2D images further
comprise color based on the color data; and

cause output of the audio data synchronized with
display of the one or more 2D images.

2. The method of claim 1, wherein the output of the one
or more 2D images includes a wearable projection system
projecting light, based on the one or more 2D images, into
at least one eye of a user of the receiving artificial reality
system.

3. The method of claim 1, wherein the one or more capture
devices are selected from among multiple capture devices
based on one or more of:

a determined relationship between a viewpoint of the
selected one or more capture devices and the one or
more viewpoints determined for the receiving user of
the receiving artificial reality system;

a determined compute capability of the artificial reality
system and/or of the receiving artificial reality system;

a determined available amount of bandwidth;

a determined battery level;

determined display capabilities of the receiving artificial
reality system; or

any combination thereof.

4. The method of claim 1 further comprising assigning
capture device identifiers to parts of the capture data accord-
ing to the device that captured that part of the capture data;

wherein the calibration data is associated with a camera
identifier for which the calibration data was generated;
and

wherein the association between the calibration data and
the at least part of the capture data is based on a match
between the capture device identifier assigned to the at
least part of the capture data and the camera identifier.

5. The method of claim 1, wherein the compressing of at
least part of the capture data comprises determining a type
of the at least part of the capture data and selecting a
compression algorithm specific to the determined type of the
at least part of the capture data.

6. The method of claim 1 further comprising filtering
portions of the capture data by:

distinguishing between a background area of the portions
of the capture data and a depiction of a sending user;
and

based on the distinguishing, removing from the capture
data one or more depictions of the background area.

7. The method of claim 1, wherein the capture data is the
same as the second version of the capture data.

8. A computer-readable storage medium storing instruc-
tions that, when executed by a computing system, cause the
computing system to perform operations for providing a 3D
conversation, the operations comprising:

receiving, at a receiving 3D system, a first compressed
version of capture data, wherein the first compressed
version of the capture data comprises at least A) depth
information in association with first timing information
and calibration data and B) audio information in asso-
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ciation with second timing information, wherein the
calibration data specifies position information for at
least the depth information;

decompressing the received first compressed version of

the capture data into a second version of the capture
data comprising depth data and audio data;
generating a 3D representation based on the depth data
and the calibration data,
wherein one or more 2D images are rendered from the
3D representation at one or more determined view-
points; and
causing output, by the receiving 3D system, of the audio
data and of the one or more 2D images, synchronized
based on the first timing information and the second
timing information.

9. The computer-readable storage medium of claim 8,
wherein the first compressed version of the capture data was
transmitted by a mobile phone device and wherein the
receiving 3D system performs the outputting of the 2D
images and is an artificial reality device with one or more of:

at least one binocular display;

at least one lightfield display;

at least one holographic display;

at least one wave front display;

at least one 3D stereo displays; or

any combination thereof.

10. The computer-readable storage medium of claim 8,
wherein the operations further comprise:

identifying conversation context factors comprising one

or more of:

a determined compute capability of the receiving 3D
system,

a determined battery level;

determined display capabilities of the receiving 3D
system; or

any combination thereof; and

matching one or more factors of the conversation context

to a 3D representation type in a hierarchy of 3D

representation types;

wherein the generating the 3D representation comprises

generating a 3D representation of the matched 3D
representation type.
11. The computer-readable storage medium of claim 8,
wherein the first compressed version of capture data is
associated with calibration data that specifies intrinsic
parameters and extrinsic parameters of one or more
capture devices that captured the capture data; and

wherein the generating the 3D representation comprises
applying one or more transformations to the depth data
based on the intrinsic parameters and extrinsic param-
eters to generate one or more of a point cloud, a signed
distance function, populated voxels, a mesh, a light
field; or any combination thereof.

12. The computer-readable storage medium of claim 8,
wherein the one or more determined viewpoints are view-
points of each eye of a user of the receiving 3D system,
determined based on a head tracking system and/or an eye
tracking system of the receiving 3D system.

13. A sending computing system for providing a 3D
conversation, the sending computing system comprising:

one or more capture devices;

one or more processors; and
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one or more memories storing instructions that, when
executed by the one or more processors, perform opera-
tions comprising:
obtaining capture data, from the one or more capture
devices, comprising color information, depth infor-
mation, and audio information;
compressing the capture data into a first version of the
capture data; and
providing the first version of the capture data to a
reconstruction system that:
receives the first version of the capture data;
decompresses the received first version of the cap-
ture data into a second version of the capture data
comprising depth data, color data, and audio data;
and
generates a 3D representation based on the depth
data;
wherein one or more 2D images are rendered from
the 3D representation at one or more determined
receiving user viewpoints, wherein the one or
more 2D images are further based on the color
data; and
wherein output of the audio data and display of the
rendered one or more 2D images are synchro-
nized.

14. The sending computing system of claim 13, wherein
the one or more capture devices comprise at least a color
camera, a depth camera, and a microphone.

15. The sending computing system of claim 13,

wherein the depth information comprises one or more

point clouds; and

wherein compressing the capture data into the first version

of the capture data comprises applying a video codec to
at least the color information and applying a point
cloud compression algorithm to the one or more point
clouds.

16. The sending computing system of claim 13, wherein
the operations further comprise:

receiving calibration data associated with particular ones

of the one or more capture devices, wherein the cali-
bration data associated with a particular capture device
specifies intrinsic parameters and extrinsic parameters
of that capture device; and

associating parts of the calibration data with parts of the

capture data based on correspondences of a part of the
calibration data having been generated for the capture
device that captured the associated part of the capture
data;

wherein the generating the 3D representation comprises

applying one or more transformations to the depth data
based on the intrinsic parameters and/or extrinsic
parameters.

17. The sending computing system of claim 13, wherein
the reconstruction system is part of a receiving artificial
reality system that performs the rendering and the synchro-
nized output of the audio data and display of the one or more
2D images.

18. The sending computing system of claim 13, wherein
the reconstruction system transmits a version of the 3D
representation to a receiving artificial reality system that
performs the rendering and causes the synchronized output
of the audio data and display of the one or more 2D images.

19. The sending computing system of claim 13, wherein
the rendering is performed by the reconstruction system and
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the reconstruction system further transmits the one or more
2D images to a receiving artificial reality system that causes
the synchronized output of the audio data and display of the
one or more 2D images.

20. The sending computing system of claim 13 wherein
which system performs the generating of the 3D represen-
tation and/or the rendering of the one or more 2D images
from the 3D representation is based on a conversation
context comprising one or more of:

a number of data streams, from different ones of the one

or more capture devices, in the capture data;

a determined compute capability of the sending comput-
ing system, the reconstruction system, and/or a receiv-
ing computing system;

a determined available amount of bandwidth;

determined display capabilities of a receiving computing
system; or

any combination thereof.
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